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1. Introduction 

Talk about knowledge (or fact) resistance is becoming increasingly common. A whole host of 

more or less related phenomena are labelled as such not only in research contexts, but also in 

public debate and social media discourse. The general impression seems to be of these 

"resistance phenomena" becoming more common and severe. To take just one example, there 

seem to be increasing numbers of people in the Western World who do not believe that 

vaccines are safe, despite strong and easily available evidence to the contrary. At the time of 

writing, the problematic nature of such resistance is becoming all too clear with the fourth 

wave of the Covid-19 pandemic sweeping around the world and bringing severe illness 

almost exclusively to the unvaccinated. While we have some indications of what kind of 

factors are driving vaccine skepticism, the general mechanisms of resisting knowledge aren't 

well understood yet. Progress on this front requires research of an unusually high degree of 

interdisciplinarity. To be successful, interdisciplinary research always requires conceptual 

calibration. In this case, the situation is aggravated both by unusually many disciplines 

having to talk to one another and the initial problem description. 

 

 
1 The paper is based on work carried out in close collaboration with Levi Spectre, within the cross-disciplinary 
research program Knowledge Resistance: Causes, Consequences and Cures, funded by Riksbankens 
Jubileumsfond. 
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As commonly used, talk of knowledge resistance tends to remain too loose and too 

metaphorical for gaining a precise and useful understanding of the core phenomena and the 

mechanisms producing them. It is thus essential to be precise on what is to be investigated. 

Given the nature of the initial problem description, this will be to some extent a matter of 

definition. In what follows, we shall offer a philosophical guide to the concepts we take to be 

most important for any empirical investigation of knowledge resistance and work towards a 

sufficiently precise characterization of it. 

 

Knowledge resistance involves ignorance, but not all ignorance is the result of knowledge 

resistance. While ordinary ignorance can for instance result from mere lack of information, it 

is distinctive of ignorance resulting from knowledge resistance that information or evidence 

has been resisted. And to be resisted, that information or evidence has to be available to the 

resister. As a first approximation, then, we can say that knowledge resistance involves 

resisting available evidence.  

 

In what follows, we shall unpack this characterization in more detail. There are two things, 

however, that we would like to be upfront about from the very start. One is that to get at the 

core of the phenomena of interest, the resistance involved in knowledge resistance should be 

construed as a form of irrationality. When it comes to evidence, what is resisted is the 

support it provides for a claim or conclusion. Resisting available evidence thus involves not 

drawing proper conclusions: conclusions supported by the evidence. But support comes in 

degrees. A conclusion might get some support from the evidence, but not enough to 

outrightly believe it. Moreover, different parts of the available evidence can point in different 

directions. In that case, the question is which conclusions can properly be drawn on the basis 

of all of it. 
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Here is a little toy story illustrating this. Imagine you are a detective investigating a "manor 

murder". Someone has been murdered in a remote English country manor. You have found 

bloody fingerprints in the butler's pantry. This is evidence pointing in the direction of his 

being the murderer. A little later, you also find the murder weapon, a sharp knife missing 

from the kitchen. You know that the butler and the cook are great friends, and that the cook 

has a watertight alibi while the butler does not, so this too points towards the butler. But then, 

you learn that the lord of the manor can expect large financial benefit from the death of the 

victim. Moreover, his alibi turns out to be fake. At this point in your investigation, you weigh 

all the evidence you have gathered and conclude that while both a suspects, you cannot yet 

draw a conclusion as to who the murderer is – the butler or the lord. Clearly, this is wise. And 

it should not be classified as knowledge resistance – while you do have evidence that 

supports either conclusion, the support is not sufficiently strong.2 

 

This illustrates that not every conclusion that is to some extent supported by some available 

evidence is a proper conclusion to draw. The proper conclusion is determined by all the 

(relevant) available evidence together. And it can be of various forms; it can be, for instance, 

that something is rather likely, but not certain, and it can also be that we have no idea yet (as 

to who the murderer is, for instance). 

 

The other thing that we would like to bring out from the very start concerns that which is 

resisted: evidence. Evidence can take many forms – we shall return to that, but what we take 

to be relevant to the core of the resistance phenomena is empirical evidence, evidence 

 
2 Nor would it have been knowledge resistance to refrain from drawing the conclusion that it was the butler 
before you found out about the lord's motive and false alibi – on the contrary, that again would have been the 
wise thing as the evidence available to you at that time was just not sufficiently strong yet. 
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concerning things we can investigate and come to know, at least in principle, by empirical 

means. Such means include scientific experiments, archeological digs, the study of historical 

documents, surveys and opinion polls, as well as many other things including the use of our 

eyes and ears and other senses. 

 

The notion of knowledge resistance we suggest to work with, then, construes knowledge 

resistance as a form of irrational resistance to the available empirical evidence. This 

characterization needs to be further unpacked to be of use. Both with respect to the notion of 

resistance and to that of available evidence, we have only scraped the surface so far. Nothing 

has been said, for instance, about the psychological mechanisms involved. Another thing we 

need to say more about is what evidence is and what it means for evidence to be available.  In 

what follows we shall map out the conceptual terrain in more detail and locate some of the 

relevant, central questions and results from the empirical literature on this map. Sections 2 

and 3 will be about the notions of knowledge and evidence. In section 4, we explore two 

things in tandem: the notion of rationality and the kind of psychological mechanism that 

might explain knowledge resistant belief formation. Motivated reasoning will be our example 

here. The final section quickly probes the idea of distinguishing between two types of 

knowledge resistance, wide and narrow, and points to some complications relating to it. 

 

2. Knowledge 

Although the concept of knowledge is a non-technical concept, playing a central role in our 

everyday lives, a meaningful discussion of the nature of knowledge resistance requires 

explicating the concept. To begin, knowledge resistance concerns what philosophers call 

propositional knowledge, i.e. knowledge that something is the case, as opposed to knowledge 

how, skills and abilities. Propositional knowledge involves the subject holding a proposition p 
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true: it involves a belief. If I know that global warming is caused by carbon dioxide 

emissions, then I believe that global warming is caused by carbon dioxide emissions. To 

determine whether someone is knowledge resistant, therefore, one has to determine what they 

believe.  This is not as straightforward as it may seem, and there are well known experimental 

challenges here. For instance, opinion polls are notoriously unreliable guides to belief, 

especially in the context of politics. One challenge is the phenomenon of expressive belief or 

"cheer leading", where someone expresses a view they do not genuinely hold in order to 

signal group membership and allegiance. When polls after the American presidential election 

2020 show a large portion of Republican voters (around 50-70 percent) accepting the 

statement that the election was stolen, it therefore does not follow that they all actually 

believe that the election was stolen. They may just cheer on their preferred leader in his 

campaign to sow doubt on the election results.3   

 

Knowledge requires belief, but belief is of course not sufficient for having knowledge – for 

one thing, what is believed also needs to be true. I cannot know that MMR vaccines cause 

autism, no matter how strongly I believe this to be the case, since it is false that MMR 

vaccines cause autism. This, in turn, implies that one can only know that which can be true or 

false. Put in philosophical terms, to be knowable, a content has to be truth evaluable. This too 

causes complications since it is philosophically controversial exactly which of our statements 

or mental states have such contents. This holds in particular for value statements such as 

“Lying is wrong”, “Economic inequality should be counteracted”, or “Bach was a great 

 
3 For more on this, see for instance Bullock and Lenz 2019, Badger 2020. Another phenomenon that might be 
relevant here is choice blindness. In choice blindness experiments, a surprisingly large number of participants 
seem to have little or no commitment to what they claim to believe in opinion polls. Using manipulated forms, 
researchers in such experiments manage to convince around 50 percent of interviewees of having expressed a 
view very different from what they actually stated it to be. Moreover, these individuals subsequently are 
willing to provide arguments for the new view, and the attitude change (if that’s what it is) seems to last over 
time (Strandberg et. al. 2018).  
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composer”. According to some philosophers, expressions of value are not factual statements, 

but more akin to things like screaming “Ouch!” – they express emotions but do not describe 

the world. On a psychological level this would mean that value expressions do not express 

beliefs and therefore are not even candidates for being the result of knowledge resistance. On 

a metaphysical level, such expressivism amounts to rejecting the idea that there are any value 

facts, such as moral or aesthetic facts.  

 

But even if there are value facts, the relation between normative or value judgments and other 

(non-normative or descriptive) statements is complicated, to say the least. If someone doubts 

that Bach indeed was a great composer, it might just be possible to argue for that claim on the 

basis of purely descriptive characteristics of his music. But if someone holds that killing a 

person is always morally wrong it is at least much harder to see how any empirical data or 

descriptive facts would even be relevant. Such a statement might express a normative truth 

that holds irrespective of all the empirical or descriptive facts. Consequently, even if value 

judgements have truth evaluable contents and express beliefs, it would still not be clear 

whether they are candidates for knowledge resistance. Whether or not there are value facts, 

that is, value judgements just might not be such that empirical evidence is relevant to them. 

 

This is important to remember when assessing the empirical literature on knowledge 

resistance and various types of emotion driven attitudes, since some of the experiments 

concern policy attitudes and these always involve values. The complication is that such 

experiments invariably provide subjects with (made up) empirical data. But if evidence is 

irrelevant to value judgments, then it is perfectly possible to accept all the relevant known 

empirical facts and yet reject a proposed policy without being irrational. Thus, one might 

accept that stricter gun control laws decrease deadly violence and yet reject such laws 
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because one values the right to freely carry guns more than a decrease in deadly violence. 

This would not mean that empirical knowledge is irrelevant to policy decisions; given that 

we have certain goals (such as reducing deadly violence) we will always need empirical 

knowledge about how best to reach this goal. But the question whether this is a goal worth 

having might not be one to which empirical evidence is relevant.  

 

Unfortunately, these questions concerning the nature of value judgements can seriously 

complicate the interpretation of experimental results. A famous example of such an 

experiment concerns people’s attitudes towards the death penalty (Lord, Ross and Lepper 

1979).  When people with partisan attitudes towards the death penalty were shown a 

scientific article concerning the link between capital punishment and crime, this did not affect 

their attitudes: those who were against the death penalty were not moved by (made up) 

evidence that it decreases crime, while those who were in favor were not moved by evidence 

that it does not decrease crime. This could be because people did not draw proper conclusions 

from the presented evidence, and thus a result of knowledge resistance, but it could also be 

because their attitudes rest on value judgments that are not influenced by empirical 

statements.4 If you hold that it is always wrong to kill a person, then you will be against the 

death penalty no matter the empirical evidence.  

 

Some experimental work on policy attitudes suggests that people do treat policy questions as 

amenable to factual or empirical arguments (whether or not this is philosophically the right 

position to take). Thus, in Taber & Lodge 2006, US college students were first asked for their 

 
4 There is a twist here, since the initial attitudes of the participants in the experiments actually were 
strengthened when they were presented with counter-attitudinal evidence. However, this is plausibly 
explained not as a (perverse) inference but as an emotional reaction to attempts to dislodge their deeply held 
attitude.  
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attitudes on affirmative action and gun control.  Then, they studied or rated the strength of 

various arguments for and against these policies.  Among other things, the study provides 

support for what Taber and Lodge call disconfirmation bias: people actively seek out 

attitudinally incongruent evidence in order to counterargue it. Moreover, this was more 

pronounced in politically knowledgeable subjects. It should be noted though, that the 

participants were told that they would have to present the debate in an objective manner to 

other students and they were explicitly asked to concentrate on what made the arguments 

weak or strong, and to leave their feelings aside, all of which would have primed them to 

think of the policy questions as empirical or factual questions. Indeed, as Taber and Lodge 

note, despite these instructions a good number of the participants made “simple content-free 

affective statements… to the effect ‘I like (don’t like) this argument or conclusion” (2006, p. 

763).  

 

Given these complications, experiments on knowledge resistance should be focused on 

judgments that are clearly factual, and whose truth can be investigated by scientific methods. 

Moreover, it is advisable to stay away from matters of fact where there is genuine uncertainty 

about the truth of the statement, and stick to cases where there is expert agreement. This, 

largely, is also how experimental research on knowledge resistance has been carried out. No 

doubt, certainty is hard to reach, and on occasion there has been scientific consensus on 

something that later turned out to be false, but these cases are the exception and the 

difficulties separating that which we have very strong evidence to believe is true from that 

which is not should not be exaggerated – indeed, exaggerating these difficulties is precisely 

one of the tools used by those who want to stop people from accepting inconvenient truths, 

for instance about smoking causing cancer or about climate change.5 Nor should complex 

 
5 See Oreskes 2010. 
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questions be avoided; being complex might make a question initially harder to answer but has 

nothing to do with whether it is empirical or not. Moreover, many of the questions 

concerning which there appears to be resistance are of precisely this sort: they are complex, 

but entirely empirical. After listing some of these – does burning fossil fuels contribute to 

global warming? Does permitting citizens to carry concealed weapon increase homicide 

rates? Does vaccination against the human papilloma virus lead to more unprotected sex? – 

and stressing their empirical nature, Dan Kahan thus points out that "[i]ntense and often 

rancorous conflict on these issues persists despite the availability of compelling and widely 

accessible empirical evidence" (2017, 55; cf. also 2016, 1f). 

 

Not everyone seems to agree. Mikael Klintman (2019) uses considerations of complexity to 

argue that we need to distinguish knowledge resistance from fact resistance. According to 

Klintman talking about fact resistance implies that we are concerned with a simple black-and-

white phenomenon -- clear and indisputable fact -- whereas to speak in terms of knowledge 

resistance is to conceive of the phenomenon as multifaceted, more profound and less 

categorical (2019, pp. 17-20). As an example of fact resistance, he mentions resistance to 

unambiguous facts about the prevention of HIV, as an example of knowledge resistance 

beliefs about the risks of genetic engineering and about immigration and crime. But to 

support the distinction, he does not appeal to complexity, but rather to the idea that 

knowledge is more than just facts, that “knowledge comes in different shapes and colours: 

through systematic laboratory experiments and modelling, but also through daily 

experiences” (2019, p. 23). From a philosophical point of view, however, it is hard to see the 

point of this. No doubt, we need to distinguish facts, states of the world, from knowledge of 

these facts.  Knowledge requires true beliefs, facts do not, and there are countless facts that 

we will never have knowledge of. But this has nothing to do with complexity, it holds for 
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simple questions (or facts) as well as for complex ones.6 Similarly, evidence clearly can come 

from very different sources, but that by itself amounts to no more than a distinction between 

precisely that: sources of evidence. It provides no reason for thinking that we cannot usefully 

identify a general type of phenomenon here: knowledge resistance as precisely resistance to 

available empirical evidence – regardless of whether this evidence is supplied by laboratory 

experiments or some other method.  

 

This takes us to a third necessary condition on knowledge, in addition to the two identified 

above: justification. As stressed by philosophers since Plato, we need to distinguish between 

a lucky guess and knowledge, and the distinction hinges on the idea that when someone 

knows that p, then the belief that p is not only true but also justified, based on evidence or 

good reasons.7 The resistance part of knowledge resistance concerns this third component, 

more precisely, it concerns how people respond to evidence. Justification requires the 

drawing of proper conclusions from the available evidence. Resisting it thus prevents us from 

acquiring knowledge – belief formed in knowledge resistant ways is not justified and thus 

cannot be knowledge.  

 

3. Evidence 

 
6 No doubt, some facts are fairly simple (facts about what there is in my fridge, for instance) whereas others 
are incredibly complex (such as facts about the causes of global warming). But there are no sharp distinctions 
to be drawn here, and the history of philosophy is littered with abandoned attempts at separating simple facts 
from complex ones. 
7 Since a famous paper by Edmund Gettier in 1963 it’s been much debated whether these necessary conditions 
are also sufficient. Gettier showed that there may be situations in which one has a true, justified belief but 
where intuition tells us that the belief does not qualify as knowledge since the justification in question is only 
accidentally related to the truth of the belief (as when one happens to look at a clock at 11.35 that in fact has 
stopped at 11.35 but which one has every reason to think is working). However, discussing the nature of 
knowledge resistance does not require settling the issue of whether the three conditions are jointly sufficient, 
it is enough that they are necessary.  
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In ordinary parlance, ‘evidence’ is used in a variety of ways. For instance, we may describe 

objects and events as evidence (for instance, bloody fingerprints, murder weapons, smoking 

guns or explosions). However, in the context of knowledge resistance it is useful to construe 

evidence as propositional, not objectual. What we are interested in are relations between two 

propositions, for instance that there are bloody fingerprints in the butler's pantry and that the 

butler is the murderer. The first provides "support" for the second, support of a kind often 

characterized as inferential support: if you believe it you have (a certain degree of) support, 

or justification, for inferring the second proposition from the first. Since such an inference is 

not a deductive inference, and the truth of the first proposition does not guarantee that of the 

second, this notion of the support empirical evidence provides is quite naturally understood in 

terms of probabilification: if the evidence-proposition is true, then it is more likely that the 

proposition it is evidence for is true, too.8  

 

In the case of human knowledge there are two fundamental forms of empirical evidence. 

First, there is experiential evidence, provided by our senses, such as visual, auditory or tactual 

evidence. How do I know that there is a tree in my garden? I see it. How do I know that a 

plane just flew by? I heard it. Experiential evidence plays a central role in how we navigate 

our daily lives, but what is distinctive of human knowledge is the extent to which we also rely 

on a different type of evidence, provided by the testimony of other people. How do I know 

what you did yesterday? You told me. How do I know that Biden is the current president of 

the US? I read it in the New York Times. How do I know that global warming is caused by 

carbon emissions? I listened to a climate researcher. When it comes to scientific knowledge, 

 
8 Thinking of evidential support in terms of probabilification is a natural and very prominent way of 
understanding the notion with respect to empirical evidence, and we shall adopt this understanding here. For 
a survey, see Kelly 2016. The basic idea is that one (empirical) proposition p provides evidential support for 
another empirical proposition q if the truth of p makes that of q more likely – that is, more likely than q would 
have been independently of p. There are intricate questions concerning problems such that the problem of 
"old evidence" in the vicinity, but we can abstract from those here. 
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for instance, we largely acquire this through testimony (even the scientists themselves do 

their work on the basis of a large body of knowledge acquired through testimony). The same 

holds for knowledge about current events and society, knowledge of the sort that is relevant 

to our tasks as voters in a democracy – it is largely testimonial, and it is to a large extent 

provided by media of various sorts.   

 

An important consequence of this is that human knowledge relies on trust. If I do not trust 

what you say I won’t believe it, and unless I believe it, I won’t acquire the knowledge that 

you make available to me. The central role of trust in human knowledge makes for a certain 

type of vulnerability, relating to misplaced trust and distrust. Distrusting reliable sources 

means missing out on available knowledge. The type of ignorance that ensues is lack of belief 

about a certain matter. If, instead, the trust is misplaced and one trusts unreliable sources, the 

resulting ignorance involves having a false and/or unjustified belief about the relevant 

matter.9 A central question, therefore, is how to determine the trustworthiness of a source. In 

a high-choice information environment, where there is great variation in reliability, the 

question becomes more acute and more challenging, demanding more of the individual than 

in an environment where the choices are fewer and the sources more reliable. A particular 

challenge concerns expert testimony, since it is in the nature of expert knowledge that non-

experts often have difficulties making an independent evaluation of the plausibility of what 

the experts say. If you tell me that there is an elephant in the living room, I am able to 

determine that I probably should not trust your statement (not on this occasion at least), but 

when it comes to scientific statements my strategy will have to be more indirect, relying on 

 
9 Kuklinski et.al. (2000) distinguish between being uninformed (lacking the belief that p) and misinformed 
(wrongly believing p), but this distinction is not completely apt in this context. The person who, because of low 
trust, does not update her beliefs on evidence made available to her is not well described as being uninformed 
(after all, she has been informed by being provided with the evidence) even though the end result is the same 
type of ignorance – a lack of belief in a certain proposition. 
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institutional criteria of expertise (for instance, I could investigate the professional 

qualifications of the person). Also, in the case of disciplines where there is a direct 

connection with technology, these produce many statements that can be evaluated by 

laypersons (airplanes fly, cars drive, computers calculate, medicines heal), which provide a 

form of indirect test of the veracity of the science.10 Nevertheless, trust in expert knowledge 

is particularly vulnerable since it can be undermined simply by sowing doubt about the 

messenger, without any independent means of checking the message. In the light of this, it is 

unsurprising that the reason most often cited in support of different types of science denial 

(be it about vaccines, the climate, or GMOs) is a certain type of conspiracy theory about the 

scientists (Lewandowsky et.al. 2013). 

 

Knowledge resistance mostly appears to involve resistance to testimonial evidence, not 

experiential evidence. One reason for this is that it often seems to involve politically charged 

issues where relevant knowledge – such as scientific knowledge or knowledge about society 

– is typically acquired on the basis of testimony. Our focus will therefore be on testimonial 

evidence. 11 

 

As we said above, we take the notion of evidence relevant to the resistance phenomena to be 

propositional. This means that evidential relations hold among propositions. We also 

suggested to adopt the quite natural understanding of the evidential support provided by 

empirical evidence in terms of probabilification. For these reasons, it is important to say 

 
10 For a discussion see Baurman 2007, pp. 153-157. Philosophers distinguish between esoteric and exoteric 
statements, where the former belong to the sphere of expertise and are more difficult for non-experts to 
evaluate and the latter are more comprehensible also to lay persons (Goldman 2001). Notice that the 
pragmatic tests of scientific truth are not completely reliable since a machine may work even if the underlying 
scientific theory is partly incorrect (a point in case is Newtonian physics). 
11 Some experimental work suggests that there might be resistance even to sensory evidence; see e.g. Kahan 
et.al. 2012; Ripberger et.al. 2017.  
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something about the kind, or form, of proposition relevant here. Can we say anything general 

about what it is the various sources of empirical evidence "say"?  

 

There is of course a huge variety of sources providing testimonial evidence. The kinds of 

things they can "say" (be it by means of speech, text, or image) and thereby provide evidence 

for are, if anything, even more varied. Nevertheless, we can think about the form testimonial 

evidence takes via the structure of the justification it provides.12 If the source is 

knowledgeable and trustworthy a recipient can acquire knowledge from the source. This is 

because that they are saying that p is a good indicator of p's truth. But if the source is 

unreliable, this is not the case. The evidence therefore needs to be of a form that makes its 

evidential power dependent on the source's reliability: if it is true and the source is reliable, 

the truth of what the source says is more likely, but if the source is unreliable, it is not (or at 

least less so). To capture this structure, we suggest construing testimonial evidence as being 

of the form S says that p, where S can be any source that provides information – be it via 

speech, text, or images. On this construal, what a source says is not to be identified with the 

evidence – rather, what they say is what they provide evidence for by saying it (if sufficiently 

reliable). Thus, a reliable scientist NN's assertion that global warming is caused by burning 

fossil fuels provides testimonial evidence with the content NN says that global warming is 

caused by burning fossil fuels.  What is it is evidence for is that global warming is caused by 

burning fossil fuels.  

 

When it comes to epistemic justification, however, we are not simply interested in relations 

between propositions, but also in people’s relation to the evidence, which is to say that we 

 
12 Our suggestion here, and the motivation for it, are modelled on Glüer's account of the content and 
justificatory role of perceptual experiences (cf. e.g. Glüer 2009, 2016). Resistance to sensory evidence, if any, 
could usefully be modeled on this account, too. 
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are interested in their psychological states. To go back to our murder mystery: Imagine that 

you in the meantime have learned that the lord faked his alibi because he was with his lover 

and that DNA traces from the butler have been found under the victim's fingernails. Now you 

have much stronger evidence for the belief that the butler did it. At this point, your long-time 

partner falls ill and you get new assistant, DC Sally Sleuth. Sleuth hasn't seen, or heard of, 

any of the evidence you have uncovered, but she believes that the butler did it simply because 

she dislikes him. Her belief is just as true as yours, but if Sleuth indeed formed it without 

having any evidence, then her belief is not justified.13  

  

How does this play out in the context of knowledge resistance? Does knowledge resistance 

only concern resistance to evidence that the subject has? Clearly, it cannot be that we are 

knowledge resistant simply because we are unaware of evidence. In that case every one of us 

 
13 Of course, you then tell Sleuth what you have found. And naturally enough, she still believes that the butler 

did it. She might even say: "I knew it!" Of course, that would not be true if she initially formed it without 

having any evidence. Assume that she initially was not justified in forming the belief. A more tricky question 

then is whether she now is justified. Philosophers distinguish between what you have justification for believing 

(whether you actually believe it or not – this is often, somewhat misleadingly, called "propositional 

justification") and being justified in what you actually believe ("doxastic justification"). Whether you have 

doxastic justification for a belief is often taken to depend on whether you hold it based on good reasons or 

evidence. In Sleuth's case, this is not clear from what we have said about her. We assume that she initially 

formed the belief that the butler did it without having any evidence. But whether she now is basing her belief 

on the evidence you have given her would seem to depend on what would happen if it turned out that the 

evidence isn't as strong as it seems now (you might for instance learn that, shortly before the murder, the 

victim dragged the half-drowned butler from the pond with his bare hands). Arguably, Sleuth's present belief is 

justified only if she would give it up (or at least lower her confidence in it) in such a situation. 
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would be radically knowledge resistant all the time. At the same time, requiring possession of 

the evidence in the sense of belief might be too strong: Some of the pertinent cases seem to 

involve avoidance of evidence. If I know that I can find out whether the butler did it by 

looking in his pantry, but I decide not to look because I do not want to believe he did it, then 

I’m plausibly resisting knowledge, even if my belief formation as such is not irrational. 

Similarly, if I suspect that Trump has done some not so great things, and I avoid reading the 

New York Times since I think they write about this, then I’m plausibly resisting knowledge. 

In order to characterize these cases as a form of knowledge resistance, we will need to 

understand the notion of available evidence to not only include all the evidence a subject has, 

but to be wider than that. In particular, we will need to say more about what it means to avoid 

available evidence. We shall return to this, rather difficult, question below. First, however, 

we shall focus on cases where the subject has the evidence. 

 

4. Rationality, irrationality, and motivated reasoning 

Knowledge resistance involves an irrational response to evidence. But we are not interested 

in just any instance or pattern of irrational belief formation. We are not interested in 

occasional miscalculations, for instance. Nor in systematic ones due to nothing but cognitive 

limitation. What we are interested in are patterns of irrationality that are the result of certain 

kinds of psychological mechanisms, mechanisms different from rational information 

processing in ways that invite describing these mechanisms in terms of resistance. A prime 

candidate for such a mechanism is what psychologists call motivated reasoning.  

 

Motivated reasoning is belief formation improperly driven by what philosophers call desire: 

any kind of wish, want, urge, hope or other "pro-attitude" regarding a proposition's truth. That 

is, it is belief formation driven by desire rather than by epistemic reasons. Motivated 
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reasoning has been investigated by social psychologists since the 1950’s (for an overview, 

see Kunda 1990).  A common description of the phenomenon is that it involves believing 

what one wants to believe, rather than what one has good reasons to believe. However, this 

description is not unproblematic since it construes belief as a kind of action, one that is under 

the control of the will, a position philosophers call doxastic voluntarism.  There are strong 

empirical reasons to believe that doxastic voluntarism is false and that the kind of control we 

have over our beliefs is, at most, indirect (see Alston REF?). I can no more get myself to 

believe that global warming is a hoax than I can get myself to believe that 2 plus 2 equals 5 – 

no matter how much money you offer to pay me for forming either of those beliefs. (I could, 

however, try to totally immerse myself in the world of climate deniers and perhaps that would 

eventually lead me to become a skeptic).  Indeed, as has been noted in the literature on 

motivated reasoning, people do employ various indirect strategies to protect desired beliefs, 

strategies utilizing the fact that the best way to influence beliefs is through arguments and 

evidence. Ziva Kunda writes: “I propose that people motivated to arrive at a particular 

conclusion attempt to be rational and to construct a justification of their desired conclusion 

that would persuade a dispassionate observer” (1990, p. 84).  A useful, less voluntaristic 

characterization of motivated reasoning is provided by Kahan, who defines it as “the 

tendency of individuals to unconsciously conform their assessment of information to some 

goal collateral to assessing its truth” (2016, 2). These collateral goals are often called 

“directional goals”. And it is important here that the tendency to conform one's judgement to 

a directional goal is supposed to be caused and explained by having the directional goal. 

Understanding the irrationality of motivated reasoning relevant to knowledge resistance 

requires reflecting on how it relates to the rationality of action. On the standard construal, the 

rationality of action depends on two components: belief and desire (or pro-attitude). If I want 

another beer, and I believe there is beer in the fridge, then I have a reason to go to the fridge. 
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(Of course, such a reason might be overridden by others – I might for instance plan to drive 

later.) This type of rationality is sometimes called practical rationality, since it leads to action 

(or at least to intentions to act), and reasons for action are called practical reasons. It’s been 

much discussed in philosophy whether there can be practical reasons for belief, whether it 

can ever be rational to form a belief because one desires to do so. According to some 

philosophers, beliefs that are formed on the basis of practical reasons are always irrational 

(Smith 2004), according to others it can be perfectly rational to form a belief if, for instance, 

an evil demon threatens one’s life unless one forms the belief.  Even if one accepts that belief 

can be practically rational, however, it is important to distinguish practical rationality from 

theoretical or epistemic rationality. Theoretical rationality concerns the epistemic basis of 

belief, the extent to which it is based on evidence, and wishful thinking will always be 

epistemically irrational – regardless of whether it could be described as practically rational. 

The distinction is of some importance to the discussion of motivated reasoning. Thus, Kahan 

has suggested that it can be rational for an individual to hold on to beliefs that have become 

symbols of membership in what he calls "identity-defining affinity groups", groups central to 

an individual's social identity. According to Kahan, this can be rational even in the face of 

strong counterevidence, because for someone getting "the ‘wrong answer’ in relation to the 

one that is expected of members of his or her affinity group, the impact could be devastating: 

loss of trust among peers, stigmatization within his community, and even loss of economic 

opportunities" (Kahan et. al. 2017, 57). Thus, for conservatives in certain parts of the US, it 

may be important to endorse climate skepticism. But even if one accepts the idea that 

motivated belief can be practically rational, it is important to stress that in the epistemic 
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sense, it would nevertheless be irrational. And that is what matters from the point of view of 

knowledge resistance.14 

 

The relevant notion of rationality, therefore, is epistemic rationality. This, in turn, can be 

understood according to different models. The most commonly used is Bayesianism. 

Bayesianism is a simple and natural way of using the idea that empirical evidence can be 

understood in terms of probabilification to model the epistemic rationality of updating a 

belief system on the basis of new information.15 Bayesianism models a belief system as a 

space of propositions over which a probability function distributes its values. These values, 

conventionally set to range between 0 and 1, model a subject's credences or "subjective 

probabilities", i.e. the degrees to which they hold the propositions true. These degrees can be 

very high (1 - outright belief) or very low (0 - outright disbelief), but the subject might also 

find some things more or less likely, without being certain. Using a probability function to 

model credences places rationality or coherence constraints on them – such functions for 

instance require that the credences for p and not-p add up to 1. The function also assigns 

conditional probabilities: probabilities of one thing being true given the truth of some (other) 

thing. These answer questions like: How likely is it that there is fire if there is smoke? How 

 
14 It is sometimes suggested that all reasoning is motivated, and that the difference between the good and the 
bad case is that in the good case the motive is accuracy, whereas in the bad case the motive is a different one, 
such as the desire to fit in with the group (see for instance Kunda 1990). Here, we will set this idea aside, but it 
is worth pointing out that while empirical research does show that accuracy improves when we are motivated 
to pay attention it does not follow that the reasoning itself is motivated – all that follows is that we perform 
better when we have a motivation to do so. 
15 Bayesianism is often criticized as unrealistic and overly idealized. Here, we need to distinguish between 
using Bayesianism as a model of actual information processing in the human brain or as a model of what 
rational processing would look like. But even if we are concerned with modeling actual brain processes, it is 
important that to be a useful model here it is not required that human subjects consciously run through the 
inferences required by Bayesian updating or even know anything about the probability calculus underwriting 
it. All that is required is that actual processing is in sufficient conformity to the patterns of processing 
predicted by Bayesianism. As far as we can tell, the jury is still out on whether it does. It is noteworthy, 
however, that many purported counterexamples have been successfully shown to be amenable to Bayesian 
treatments. 



 20 

likely is it that the butler is the murderer if there are bloody fingerprints in his pantry? Or: 

how likely is it that consuming GMOs is detrimental to your health if a certain new age guru 

says that it is? Now, assuming that we have our probability function Po in place for a given 

belief system, we can use it to model how to rationally update that system in the light of new 

information. Updating will result in a new probability function Pn that models the updated 

system. For getting from Po to Pn, Bayesianism uses a rule called Bayesian conditionalization. 

It tells you that when updating on new information p the updated credence or probability 

assigned to a proposition q should be identical to the old conditional probability of q given 

p:16  

(BC) Pn(q) = Po(q|p) 

To illustrate: At the very beginning of case of the manor murder, you may think that it is as 

likely as not that it was the butler, but would go up to, say, 70% should you find bloody 

fingerprints in his pantry. Then, you do find bloody fingerprints in the pantry. Bayesian 

conditionalization tells you to now update your credence in the butler's being the murderer 

from .5 to .7.17 

 

As you can see, a lot here hinges on the credences you start your investigation with. These 

are called your priors. Given that you are an experienced detective and already have a long 

and relevant information history, you might come to the case thinking that in cases of this 

sort it more often than not is the butler. Your prior would then be larger than .5. And this 

might even be reasonable. But now think of Sally Sleuth again. She formed her belief that the 

 
16 The conditional probability pf p on q in turn is determined by Bayes' theorem: 
(BT) P(q|p) = P(q) x P(p|q)/P(p) 
When updating your belief in q in the light of new evidence p, this tells you to combine (by multiplication) your 
prior belief in q with the likelihood of getting evidence p in case q is true, and then to normalize by dividing by 
the likelihood of getting that evidence regardless of whether q is true or not. 
17 For illustration's sake, we here abstract from all the other evidence relevant to the question of who the 
murderer is, evidence that might make it rational to place an even higher credence on the butler, but also a 
lower one. Something about such precise credences being unrealistic? 
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butler did it on the basis of her dislike for him. Which on the face of it sounds like a clear 

case of motivated reasoning. But there is a wrinkle. Imagine that Sleuth comes to the case 

with a high prior on its being the butler if she dislikes him. She might, for instance, think of 

her butler-dislikes as some sort of indicator of their being murderers. She might even have 

already investigated quite a number of manor murder cases where butlers were the culprits 

precisely when she found them unsympathetic. Upon meeting the present butler, she finds 

that she does dislike him and updates accordingly. In this case, Sleuth's belief formation, even 

though there might well be something improper about it, is not a case of motivated reasoning. 

Rather, she updates her beliefs in a way that not only is in accordance with Bayesian 

updating, but indeed exhibits a certain internal rationality. Given that she thinks that her 

butler dislikes in fact indicate whether they are murderers, it makes a certain sort of 

subjective sense that she comes to believe the present butler to be one. What might be 

irrational here, if anything, it is Sleuth's prior belief about her dislikes, not the way she 

updates. 

 

This illustrates that using Bayesianism to model subjective probabilities, or credences, and 

how to update them in the light of new information provides us with a notion of rationality 

that, in a certain sense, is subjective, too: It first and foremost tells us how to rationally 

update a given belief system, i.e. a subject's actual take on the world – including on what in 

fact makes what more likely. And a given belief system might be more or less in line with 

how the world actually is. Thus, even though an update might initially strike us as simply 

unreasonable, it might not be unreasonable through and through given a subject's prior 

beliefs. And while those priors themselves might have been arrived at in improper ways, 

locating the irrationality, if any, would in many cases require more and deeper knowledge; in 

particular, we would need to know more about the subject's information history. In Sleuth's 
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case, it is unlikely that her belief about her dislikes has been formed in a proper way, but in 

many other, more realistic cases, it is far less easy to tell to what degree a subject's prior 

beliefs are justified by their information histories and, if not, where exactly the irrationality is 

located.  

 

When it comes to motivated reasoning, what is important is that here, directional goals play 

an improper role in the updating process itself. Psychological research on the nature of 

motivated reasoning suggests that a variety of mechanisms are involved (see Kunda 1990, 84-

102). It can be a matter of biased memory search, where people search for beliefs that support 

the desired conclusion, accessing only part of their relevant beliefs. Directional goals can also 

influence the speed of reasoning, lead to skewed weighing of evidence,  biased selection of 

inference rules and statistical heuristics, or biased evaluation of the methodological aspects of 

scientific studies or of the quality of expertise.  There are however well known experimental 

challenges when it comes to studying these processes.  One central challenge is to determine 

whether the reasoning is indeed driven by directional goals or whether it can be explained in 

non-motivational terms, by appealing to prior beliefs and expectancies.18 When it comes to 

resisting testimonial evidence a subject has, prior beliefs about, or other considerations 

relevant to, the reliability of the source of the evidence become particularly interesting. If I 

am not sensitive to source S's telling me that p, this may indeed be because I’m engaged in 

motivated reasoning but it could also be because I believe S to be unreliable or because my 

prior beliefs give me reason to think that p must be false (which in turn will influence my 

belief in S’s reliability). Both of these beliefs might themselves have been formed in 

 
18 Kunda (1990) discusses this challenge and argues that several studies fail to provide unambiguous support 
for the role of motivation in producing biased reasoning since the biases could also have been due to the role 
of prior beliefs (p. 92, 97). For an excellent philosophical survey of the relevant issues and challenges, see Hahn 
& Harris 2014. 
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improper ways, of course, but again, the impropriety would in that case lie somewhere in my 

information history, not in the particular updating process under investigation.  

 

When it comes to the psychological sources of motivated reasoning in general, one can desire 

to protect, or resist, a belief as a result of any number of psychological factors – be it 

emotions such as fear, character traits such as vanity, or a wish to fit in with the group. For 

core cases of knowledge resistance, however, certain types of sources appear to be typical. In 

a discussion of science denial, Hornsey and Fielding (2017) suggest there are six different 

types of sources, what they call “attitude roots”, underlying motivated reasoning. Among 

these are vested interests, fears and phobias, personal identity expression and social identity 

needs. 

Especially social identity needs have come to play a prominent role in research on a form of 

motivated reasoning of particular interest: politically motivated reasoning, often considered 

to be the main explanation for the phenomenon of fact polarization (cf. esp. Kahan 2016a, b). 

In Kahan's words, fact polarization is “intense, persistent partisan contestation over facts that 

admit of scientific evidence” (Kahan 2016b, 1). In cases where the relevant scientific 

evidence is clear, univocal, and readily available, fact polarization appears to be a prime 

location at which to find knowledge resistance. We have already met Kahan's influential idea 

that subjects' identity protection needs motivate them to resist evidence against beliefs that 

have become symbols of membership in identity-defining social groups. For partisans, such 

groups are political, but the relevant beliefs are factual; they are beliefs admitting of scientific 

evidence, beliefs about the causes of global warming, vaccine safety, or the effects of GMOs 

on human health, for instance. Kahan and his group not only have carried out a number of 

important experimental studies investigating people's reactions to evidence regarding various 

such issues, they have also carefully calibrated their experimental designs to the detection of 
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political motivation, in particular as distinguished from confirmation bias (cf. Kahan 2016). 

Nevertheless, not even Kahan's designs would seem to escape an important confound.  

Tappin et. al (2020a, b) point out that experiments for the detection of politically motivated 

reasoning typically are of one of two kinds. What is relevant here are those they call 

"outcome switching" designs. Such experiments use subjects' evaluation or endorsement of 

new information as their outcome variable. The subjects are randomly assigned one of two 

pieces of information, the substantive detail of which is held constant across conditions. But 

the implications this information has for subjects' political identities varies between 

conditions: In one condition, the information is identity-incongruent, in the other it is 

congruent. "The key result is that subjects' evaluation of the information differs by condition, 

and, in particular, that this difference is correlated with their political identities or 

preferences" (Tappin et.al. 2020a, 82). But people's political identities are often also 

correlated with their prior beliefs about the relevant issue. Switching the treatment 

information to render it incongruent with political identity and motivation also renders it 

incongruent with prior belief. And, as we illustrated above, prior belief can influence people's 

reasoning in the absence of political motivation. This does not mean that what is observed in 

outcome switching experiments in fact is not politically motivated reasoning. But it does 

mean that experiments of this kind do not allow us to tell it apart from reasoning explained by 

prior belief: "[T]he effect of prior belief (…) confounds inferences of political motivation in 

this design" (Tappin et.al. 2020a, 83). Ditto et.al. call this "an empirical catch-22 at the heart 

of all research on motivated reasoning" (2018, 285). 

Even experiments in which subjects appear to adjust their estimate of the reliability of a 

source of evidence in response to whether what the source says is in line with their prior 

beliefs can be confounded in this way. As we said above, what someone says can be an 
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indicator of their reliability. If you, for instance, are presented with a source described as 

having all the credentials of an expert climate scientist, but also as saying that global 

warming is a hoax, you have very good reason to doubt their reliability. Doing so both 

appears reasonable and is fully in line with Baysianism (cf. Hahn & Harris 2014, Tappin et. 

al. 2020b). All in all, it seems fair to say that the detection of politically motivated reasoning 

faces important challenges, challenges that have not entirely been resolved to date. 

5. A wider notion of knowledge resistance? 

At the same time, the difficulties of disentangling the effects of motivation from those of 

prior belief raise the question of how wide the notion of knowledge resistance should be 

construed. There are at least two issues worth considering here, both of which have to do with 

a subject's information history. The first concerns updating on evidence the subject has but 

that is in fact explained by prior belief – where that prior belief itself results from irrational 

formation, in particular from misplaced trust. Such trust might be ungrounded, for instance 

because it is politically motivated.19 We tend to think that cases of this kind are usefully 

included under the notion of knowledge resistance. However, we also tend to think that it 

might be useful distinguish between a narrow and a wider sense of knowledge resistance in 

order not to lose track of the difference. 

 

The second issue concerns cases where the subject does not have the evidence because of 

certain features of their information environment.20 As we already said above, we think that 

 
19 Baron & Jost (2019) stress the differences in media trust between Republicans and Democrats, and note that 
“four of the U.S. news/opinion sources that contained the highest proportion of false statements (the Rush 
Limbaugh Show, Glenn Beck Program, Fox News, and the Sean Hannity Show) were highly trusted by a strong 
majority (51%-88%) of ‘consistent conservatives’” (2019, pp. 293-294). See also Cook & Lewandowsky 2016, p. 
172, for a discussion of ungrounded trust. 
20 When it comes to political partisans, an important question concerns whether their political motivations 
might not only tend to correlate with prior belief, but also increasingly with more or less exclusive 
consumption of partisan media. 
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some cases of this kind are usefully counted as knowledge resistance. Care needs to be taken, 

however, to avoid including cases where people just have had the bad luck of due to no fault 

of their own ending up in highly unreliable information environments. Take for instance a 

person growing up in a fundamentalist sect. Such a person might develop a system of 

fundamentalist belief that is both subjectively rational and results from rational responses to 

all the evidence available to them (Baurman 2007 provides useful discussion and suggests 

how to model such a development). We might not want to count such a subject as knowledge 

resistant. 

 

Fundamentalist conditions are rare, however. More often than not, subjects have quite a bit of 

control over which sources they get information from. Thus, ignorance might be the result of 

what media researchers call "selective exposure": active selection, in particular active 

avoidance of certain sources of information. We might therefore want to allow for a second 

kind of knowledge resistance in the wider sense: this kind involves resisting evidence a 

subject easily could have had but chose to actively avoid.  

 

Exploring the wider notion of knowledge resistance further would take us too far afield, 

however. We would like to round of our considerations by just mentioning two of the issues 

in need of exploration here, both concerning news avoidance. One concerns irrationality: A 

subject's habits of news avoidance could for instance result in ignorance of the fact that CISA 

said that the 2020 US election was fair. This could in turn be the result of an ungrounded, 

epistemically irrational belief as to what sources can be trusted. But does the irrationality 

have to be epistemic? If my news avoidance results from nothing but my desire for 

entertainment, should the resulting ignorance nevertheless count as knowledge resistance? 
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We tend to think not, if only to keep the notion usefully sharp, but the question requires more 

discussion then we can provide here.  

 

The other issue again concerns detection again. The challenge here is to separate failures to 

take in available evidence that are usefully described as resistance from those that derive 

from limitations such as limitations of time and attention. In a high-choice, high-traffic 

information environment there will inevitably be limits to what we can attend to. Ignorance 

resulting from these ought not to be counted as knowledge resistance, at least not 

automatically.21  

  

 
21 Indeed, a useful strategy to prevent people from taking up the available evidence, employed by 
authoritarian states, is precisely to flood the information channels with irrelevant information (cf. Wu 2018. 
See also chapter XX for discussion). 
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